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ABSTRACT
Today's data centers may contain tens of thousands of computers
gate bandwidih requirements. The network

elements with progre:
ment moving up the network hierarchy. Unfortunataly
deployin thehighest nd [P swichesoutr,esulin oplogis
may nly suppont 50% o the agsegae bandvidh
edge of the ile s
uniform h.um\whh among daa ccter e complcates appic
tion design and limits overall system performance.
ly commoxity Eth
widih of clusters

' and MPPs, e asgue that appropriately arhitected and intr
connected commaity switches may deliver more performance at
less cost than available from today’s higher-cnd solutions. Our ap-

proach requires no modifications to the end host network interface
operating system, o applications; critically, it is fully backward
Compiibe with Exbemet, 1. nd TCP.

Categories and Subject Descriptors

.21 [Network Architecture and Design]: Network topol
€222 [Network Protocols}: Routin protocols

General Terms

Design, Pecformance, Managemen, Relibilty

Keywords

Data center topology, equal-cost routing

1. INTRODUCTION

Growing expertise with clusters of commodity PCs have enable
a umber of institutions 1o hamess piaflops of computation powee
‘and petabytes of storage in  cost-effcient manner. Clusters con.
Sisting oftns o housands of PCsar not ushard of n the lrgest

Prmision to mabe il o bard copies o o purt of s vk o
orclas s ranted without fee pr

epublish, 10 poton servers o o reisebe o i, e
pemission andior  fe
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institutions and thousand-node clusters are increasingly common
in unisersites, research labs, and companies. Important applica:
tions classes include scientific computing, financial analysis, data
analysis and warchousing, and large-scale network services.
Today, the principle bouleneck in large-scale clusters is often

phase before
ing on cluster-

based file systems [18. 28, 13, 26] often require remote-node ac
cess before proceeding with their 1O operations. A query 0 a
I engine often requires parallel communication with ev

the inverted index to return the most

distinet clusters, there

i s Mk st
increasingly employ service oriented architcctures [13], where the
retreval of usingle web py equire coordination snd commu
ication with eraly hundreds of individualsub-services g
on remote nodes. Finaly,the significant communication require-

et of el sieiicaplcaions e wel nown 27, 1,
level choices for

fabric for large-scale clusters. One option leverages specialized

hardware and communication protocols, such as InfiniBand [2] or

Miiet (6, Wi rese soluionscu et cisters of o

sands of nodes with high bandwidih, they do not leverage com.
modiy pits(nd ar hence more €xpensve) andsre mot el
Compaible with TCPIP spplcaions The sccond choie Iever
s commoity Ethernet switches and routers to interconnect clus-
This approach supports a familiar managemes
with unmodified applications, operating syste:

y e cluster bandwidth scales
poorly with eluster size, and achieving the highest levels of band.
width incurs non-linear cost increases with cluster size.

For compatibility and cost reasons. most cluster communication
systems follow the second approach. - However, communication
bandwidth in large clusters may become oversubscribed b
il fckor depeningon he commuicaon atrs. Tht

o nodes connected 10 the same physical s y be able o
Communica o fall bandwidth ( m»‘mw moving between

es, poenilly across mulipe lewels o 3 ierehy may
it vl b severel.

routers. Furher, ty
ected swtches maans tht overall chsterbandwidt limtd by
rootof
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Abstract
To be agile and cost effctive, data centers should allow dynamic re
e Sl kst s v R 1 paricul the dt
2,a practical network archi
tata centers with uniform high
tween servers, performance isolation between services,
syer-2 semantics. VL uses (1) flat addressing tollow
instances to be placed anywhere in the network, (2) Valiant
Loud Balneiog to spréad tafic niforly acrass network pabe
and (3) end-system based address resolution to scal server
pools, without introducing complexity tothe network control plane.
VL designis drven by detaed measurements o tafic and o

el
nd w have bl worki
VL S g st
and experiments. Our VL prototype shufles >
75 servers n 395 seconds - sustaining a ate thatis 94% of e max-
imum possible
Categories and Subject Descriptors: C.2.1 [Computer-Communi-
cation Network]: Network Architecture and Des
General Terms: Design, Performance, Reliability

Keywords: Data center network, commoditization

1. INTRODUCTION
Cloud services are driving the creation of data centers that hold
tens to hundreds of thousands of servers and that concurrently sup-
port  arge number of disinct sevices (e search, email
duce computation, and utilty computing) The motvations or
buiding such shared data centrs are both economic and technicl
scale avalable d
to benefitfrom the abilty to dynamically reallocate servers amory

it the serves themseves comprsing the gest
cost component. To be profitable, these data centers must achieve
high utilzation, and key to ths i the property of the ca
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Agility promises improved risk management and cost savings

op ,
femands of individual services from a large shared server
ook resulin i higher server wilzation and lower costs
Unfortunately,the designs for today's data center network pre.
vent agilty in several ways. First, existing architectures do not
provide cnough capaciy betyeeen the servers they interconnect,
c I s ey on tree-like

built rom high-cost hardware. Due o

the capacity between different branches of the tee s typic
Subscrbed b actosof o more,withpaths through the highest
levelsof the tree oversubscribed by factors of 1:80 t0.1:2

its communication between servers to the point th

serve ool — congestonand computaton b \M\

aecing e oter
neservice experiencesa trafhe loodt s common forall
1 th same network sub tre o e collat
outing designincomentiona mkn\hhnxn.\l»lﬂ
P addresses

crvers among VLANS. Such fragmentation of the address spac
Jimits the ity of vietal m.\«huh hich annot migrate out of
heir original VLAN while ke e same IP address. Further,
ef JJ{,\\\}V.;, creates an enormous configura
Vo burden when severs b d among services, and
e human invaivement typically sequired n thes reconfigortions
lmits the speed of deployment.
fo overcome these limitations in today’s design and achieve
ty, we arrange for the network to implement 3 familiar and
conrete mode: v ech ervie the llusion that ll the ervers
asigned o 1 and ony those servrs, by a single
oerteing

city: The maxinum rate of a server-to-server
mm imited only by the avalable capaciy onthe
ce cards of the sending and receiving servers, and
s 104 service should be independent of network
topology.

+ Pofrmanc iolafon: T o ne srvc shold ot be f
fcted by the traffc of any other service, just s
conmected by separait physéal swlich

2 semantics; Just as i the servers were on a LAN—where
ddes canbe comncted toany prtof i ihrnetsich
dat
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ABSTRACT

We present our approach for overcoming the cost, oper
ational complexity, and limited scale endemic to dat
Three themes unify
enerations of datacenter networks detailed in
First, multi-stage Clos topologies built from
ch silicon can support cost-effective de-
scale networks. Second, much of
but complex, decentralized network rout
ment. protocols supporting arbitrary
deployment scenarios were overkill for single-operator
pre-planned datacenter networks. We built a central
ized control mechanism based on a global configura
tion pushed to all datacenter switches,
lar hardware design coupled with simple
ware allowed our design to also support inter-cluster
and wide-area networks. Our datacenter networks run
at dozens of sites across the planet, scaling in capacity
by 100x over ten years to more than 1Pbps of bisection
bandwidth,

CCS Concepts

eNetworks - Data center networks;

Keywords

Datacenter Networks: Clos topology: Merchant Silicon
Centralized control and management

1 TRODUCTION
Datacenter networks are critical to delivering web ser-
vices, modern storage infrastructure, and are a key en
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alr for o computing, Bt dmands i
datacenter are doubling every 12-15 months (Figure[1)
b i 0 i o5 T A o G125
cent trends drive this growth, Dataset sizes are continu.
ing to explode with more photovideo content, logs, and
the proliferation of Internet-connected sesors. As a r
81l network-utensive daba procassing pipelinas mist
can deliver higher quality results by accessing more data
on the critical path of individual requests. Finally, con
stellations of co-resklent. applications often share sub-
complexity associated with traditional datacenter et
W architectures to be prohibitive. Maximum net-
work scale was limited by the cost and capacity of the
highest ond switches available at any point i time 21
These switches were cngineering marvels, typleally To-
cyeled from products targeting wide area deployments.
WAN switches were differentiated with hardware sup
port/offnd for o range of protocoks (e, TP i
Caut) o b bty Sic nsiope of i mcfiory @6
Tnternet-scale routing table, off chip DRAM for decp
buffes, etc.). Network control and mauagement pro-
than pre-configured and largely static datacenter fab-
rics. Most of these features were ot useful or datacen
tors, increased cost, complexity, delayed tiune to market
Datacenter switches were also built as complex chas
sis targeting the highest levels of availability. Tn
WAN Internet doployment, losing a single switch router
can have substanial impact on applications. Because
WAN links are 50 expensive, it makes sense to invest in
high avalability. Hovever, more plentiful and cheaper
datacenter bandwidth makes it prudent to trade coo
for somewhat reduced iutermittent capacity. Finally
switches operating in o multi-vendor WAN environment
with arbitrary end hosts require support for many pro-
tocols to ensure interoperabilty. In single-operator dat-
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1 Introduction

Data centers today form the backbone of cloud opera
tions. A well provisioned data center network is impor-
tant to ensure that servers do not face bandwidih botle-
necks to wilization; (o isolate services from each other;
and 0 gain morefeedom i vorkdoad placment, rber
than having to tilor placement of workloads o where
b 1 evalabl 16T s st seul,  geicane
tody of work has tackle e problem o buking igh
network capacity interconnects [1. 10— 28,29]
One crucial problem that has been |gm‘ud futesad
signs s that of incremental expansion of the network, .¢
adding servers and network capacity incrementally to the
data center. This may be motivated by growth of the user
base, which requires more servers, or by the deployment
of more bandwidth-intensive applications. Such expan
in be made feasible by cither planned overprovi
i

server base.
0 be replaced by a larger number of more powerful and.
at the same time, less power-consuming new servers
Industry experience indicates that incremental expan
sion is an important problem.  Consider the growth
of Facebook’s data center server population from
30,000 in November 2009 to more than 60,000 by June
2010 [24]. While Facebook has
ter facilities 100, much of this growth is more incremen-
on a daily ba

tal in existing facilities (“adding caps
sis” [23]). For instance, F

acebook announced that it will
double the size of its facility at Prineville, Oregon
carly 2012 [9]. Industry experts hay
cremental build-ou
up-front [20],

Do current high-bandwidih data center network pro-
posals allow incremental growth? Consider the fat-t
proposal [1] as an illustrative example. The entire struc-
ture is completely determined by the port-count k of the
switches available. This is limiting in at least two ways.

e also identified in-

as a useful strategy to reduce

tion bandwidth fat-
8192, 27648, and 65536 corresponding to the commonly

Gecided thefirst among the irst o athors,

available port counts of 24, 32, 48, and 61. Second,
even if (for example) 50-port switches were available.
the smallest incremental upgrade from the 15-port switch

3602 servers. Morcover, this “incre.
owth would require replacing all the 48-port

50-port switches. s, of course, the
possbity of making localized changes ke eplah
switch with one with larger port count — this necessarily
n the vicinity to share capacity
pool. Thus,
bandwidih or cost

requires either the srvers i
unevenly compared to the rest of the serv

without compromise o is ety
a fat-tree is not amenable 10 incremental g Other
sl how sl blecay & Hincoabe 13}
lows power-of-2 sizes, a de Bruijn-like um\\muhm\ 7)
allows power-of-3 sizes, etc

Since it seems that structure hinders incremental ex-
pansion, we propose the opposite: a random network in-
terconnect. The approach, which we call Jellyfish, con.
structs a random graph topology at the switch layer. The

ignificanty more flexible than past designs.
Additional components — racks of servers or switches
10 improve capacity — can be incorporated with a few
random edge swaps. The design naturally supports het.
erogencity. allowing the addition of newer network cl.
ements with hig t-counts as they become avail-
able, unlike past proposals which depend on certain reg-
ular port-counts [1. 11-13, 26, 28]. Jellyfish also allows
consiruction of arbitrary-size networks, unlike past pro-
posals discussed above which limit the network o very
coarse design points dictated by their structure.

Are we sacrificing high bandwidh for incremental
growth? No. To the contrary, we show that Jellyfish sup-
ports more servers at full bisection bandwidih than an

equal-cost fat-tree [1] and with lower mean path length
Jellyfish also provides high connectivity and path diver.
sity. In addition, as we discuss later, Jeilyfish s resilient

to failures and miswirings during construction.
On the other hand, a random data center network
and important challenges that

must be addressed for it to be viable. Amon;

‘mechanism (schemes depending on a

are not applicable). physical con-
out
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tworks that offer low latency dwidth

wph computati

I INTRODUCTION

ierconnection networks play an important role in today’s
ale computing sysies. The importace of th netuork
h ever increasin;

of nodes are deployed in warchouse-sized HPC and data
centers [8]. Key properties of such networks are determined

by the

Several metrics have to be taken into account while design.

Second, networks can account for as

total s

i topologies: the arrangement of nodes and cables.

flicient topology. First, high bandwidih is indispensable
ny applications perform all-

ystem cost [27] and 50% of the overall system energ

consumption [2] and thus they should be cost and power

efficier

for many applications,

topolog

nt. Third, low endpoint-to-endpoint latency is important
in high frequency trading. Finally
nt to link failures

gies should be e

i e o Lo it el ot
twork

8
iscton b widh. Lovering the et of 8 vk =

two effec

packet

st it reduces energy consumption as e

Lraverses  smalle number of SerDes. Another comsequince i

that

be less likely to contend with other packets flow

packets visit fewer sinks and router buffers and will thus

hrough the

network. This enables us to reduce the number of costly routers

and co

The
a network that provides high biscction bandwidth. S

onnections while maintaining high bisection bandwidih,

well-known fat tree topology [30] is an example of
i, every

packet has to traverse many connections as it first has to move

up the

tree to reach a core router and only then go down to its
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destination. Other topologies, such as Dragonfly [28], reduce
the diameter to three, but their structure also limits bandwidth
and, as we will show, has a negative effect on resil

In this work, we propose a new topology, called Slim Fly,
which further reduces the diameler and thus costs, ener

with lowest dimeter fo a given

sense, approaching the optimal dizmeter for a given router
technology. Figure | motivates Slim Fly by comparing the
average number of network hops for random uniform traffic
using minimal path routing on different network topologies.

Average number of hops.

Network size [ondpoints]

1 Comparison of the average aumier of hops (niform wcaffic i Slim

5 sl ewerk. oplopos b bl o b 0 sl co
(iguraions (plined n Sction 1. allowing o highes ol bandnidth

Slim Fly enables us to construct cost-efficient full
bendwidthsetworks withoves 100K epoiots with dimctr

ing readily available high radix routers (e.g.. 6d-port
idow [35] or Mellanox. 108-port Director [S)). I.wur
networks with up 10 tens of millions of endpoints can be
constructed with diameter three as discussed in Section I1-A.

The main contributions of this work are:
© We design and analyze a new class of cost effective low-
diameter network topologies called Slim Flies.

We discuss and evaluate different deadlock-free minimal and
adaptive routing strategies and we compare them to existing
topol
© We show that, in contrast to the fist intuition, Slim Fly

using fewer cables and routers, is more tolerant towards link

failures than comparable Dragonflies.
 We show a physical layout for a d
network and 4 detailed cost and en

ogies and approaches.

enter or an HPC center
model.

VB 5 supponed by the 2073 Gongle Enropean Doctoral Fellowsiip n Faaliel
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Abstract

¢ demands,

Despite extensive efforts o meet ey

today’s datacenters often exhibit far-from-optimal perfor-
n terms of network utlization, resiliency (o failures,
ency, incremental expandability, and more. Con-
sequently, many novel architectures for high performance
datacenters have been proposed. We show that the benefits
of state-of-the-art proposals are, in fact, derived from the
it o they s gty ¥ Seepanr graph?
(aka expanders) as their network topologies, thus unveil-
ing a unifying theme of these proposals. We observe, how.

cost eff

ever, that these proposals are not optimal with respect o
performance, do not scale, or suffer from secmingly insur-
mountable deployment challenges. We leverage 1

sights to present Xpander, a novel datacenter architecture
that achieves near-optimal performance and provides a tan-
gible alternative 10 existing d:
design wms ideas from the rich

on constructing optimal expanders into an operational real-

ity. We evaluate Xpander via theoretical analyses, extensive
simulations, experiments with a network emulator, and an
implementation on an SDN-capable network testbed. Our

sl el Xpeodes aifcsuly Slpertomia
both traditional and proposed datace

i v
cus chllenges 0 e workddeploymentand explin how
thes cn bt resohed

1 Introduction

The rapid growth of Internet services is placing tremen-
dous demands on datacenters. Yet, as evidenced by th

tensive research on improving datacenter performance ()
23]6) 48] 52][23)45). today’s datacenters often exhibit far-
from-optimal performance in terms of network utilization,
resiliency to failures, cost efficiency, amenability to incre-

mental growth, and beyond.

1.1 The Secret to High Performance

We show that state-of-the-art_ proposals for next-gene

ation datacenters. e.g.. low-diameter networks such as Slim
Biv BB o ranidoms serworks i Selivish B0 Save & bt

Gal Shahaf Michael Dinitz!

Schap

the network topology and exploiting the diversity of short
paths afforded by expanders for efficient delivery of data
traffic. Thus, our first contribution is shedding light on the
underlying reason for the empirically good performance of
previously proposed datacenter architectures, by showing
that these proposals are specific points in a much larger de-
sign space of “expander datacenters’ observe, how.
ever, that these points are either not sufficiently close to op-
timal performance-wise, are inherently not scalable, or face
significant deployment and maintenance challenges (e.g.. in
terms of unpredictability and wiring complexity).

We argue that the quest for high-performance datacen.
ter designs is inextricably intertwined with the rich body
of research in mathematics and computer science on build.
ing good expanders. We seck a point in this design space
that offers near-optimal performance gu
viding a practical alternative for today’s datacenters (in
abling, physical layout, backwards compatibility
’s protocols, and more). We present Xpander. a

ntees while pro-

terms of
with today

o achi-cve both the
Importantly, utilizing expanders as network topologies
has been proposed in a large variety of contexs, rang
ingfom parale compoting nd igh erformance comput
ing [49][15)1419] to optical networks [41) and peer-to-peer
networks Hu 39]. Our main contributions are examining
the performance and operational implications of utlizing
expanders in the datacenter nenworking contexi, and seek:
ing optimal design points in this specific dom
Xpander). Indeed. despite the large body of res
panders, many aspects of using expanders as d
works (e.g.. throughput-related performance measures, spe-
cific routing and congestion control protocols, deployment
costs, incremental growth, etc.) remain litle understood.

desideata

We next elaborate on expanders, expander datacenters, and
Xpander
12 Why Expanders? 4

Intwitively. in an expander graph the total capacity from any
set of nodes § o the rest of with re

the network is large

spect 10 the size of 5. We present a formal definition of
ke e I O e e R o
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Abstract

‘The data center network is increasingly a cost, reliabil-

and performance bottleneck for cloud computing. Al-
an provide scalable band
widih and traditional routing algorithms can provide e
tual fault tolerance, we argue that recovery speed can be
dramatically improved through the co-design of the net-

work topology. routing algorithm and falure detector. We
eered network and routing protocol that di-
rectly address the failure characterisies observed in data
ers. A e coreof au poposal i el
{opology that has many of te sume desirable roperies
o atToces, bt ith mch beter ot recovcry prop-
erties. We then create a series of failover protocols that

benefit from this topology and are designed to cascade
and complement each other. The resulting system. F10.

can almost instantaneously reestablish connectivity and

load balance, even in the presence of multiple failures.
Our results show that following network link and switch
FI10 has less than 1/7th the packet loss of cur-
rent schemes. A trace-driven evaluation of MapReduce

failure:

performance shows that F10's lower packet loss yields a
‘median application-level 30% speedup.

1 Introduction

Data center networks are an increasingly important com.
10 the cost, reliability and performance of cloud
services. This has led to recent efforts by the network re
y to explore new topologies [11. 12, 13
new routing protocols [11] and new network manage

pon

search commun

ment layers [3. 4. 20]. with a goal of improving network
cost-effectiveness, fault tolerance and scalability

state of the art approach s taken by Al-Fares et al. [3]
anditsfollowup project Poreand [20], I thse systemns,
the data center network is constructed in a mult-rooted
tree structure called a FatTree (inspired by fat-trees [17])
of inexpensive, commodity switches. These proposals
provide scalability, both in terms of port count and the
overall bisection bandwidth of the network. They also

deliver better performance at low costs, primarily due to
their use of commodity switches,

‘The use of a large number of commodity switches, how-
ever, opens up questions regarding what happens when
links and switches fail. A FatTree has redundant paths
between any pair of hosts. If end host ope stem

inges are possible between these end hosts, the network
can be set up to provide multiple paths. The end host man-
ages packet loss and congestion across the paths using
MPTCP [22]. In many cases, the data center operator s

not i control of the OS, requiring a network-level solu
tion to fault tolerance. A consequence of our work is to
show that entirely network-level failure recovery can be
practical and nearly instantaneous in a data center setting.

Addressing this need for network-layer recovery, Fat
Tree archilches hive proposed using 2 cetralized man-

er that collects topology and

nates back to the switches and end-hosts alternate sets of

routes 1o avoid failures. Centralized route manag

is both simple and flexible—a reasonable design choice
provided that failures do not occur very often.

Recent measurements of network-layer failures in data
centers, however, have shown that failures are frequent
and disruptive [10]. Network-layer failures can reduce the
volume of traffic delivered by more than 40%, even when
the underlying network is designed for failure resilience.
As data centers grow, the probability of network failures
and the consequent disruptions on the system as a whole
will likel

Our goal i to co-design a topola

ncrease, further exacerbating the problem,

ogy and set of proto-

cols that admit near-instantancous, fine-grained, localized,

network-level recovery and rebalancing for common-case
network failures. Because 1

ihe network is already a signifi
cant part of the cost of the data center, we limit ourselves
to not introducing any additional hardware relative to
PortLand. Other work has shown that local repair is pos-
sible at the cost of significant added hardware relative to

astandard FatTree
either improving the speed of repair in FatTree and other
multi-tree networks or in reducing the hardware cost of
fast repair in more general networks. A limitation of our
work is that we assume that we can chang
work topology and the protocols used between network
switches.

12. 13], 0 our work can be seen as

both the net

Our system is called F10 (the Fault-Tolerant Ej
set of proto-
st all data center

neered Network), a network topolo

cols that can recover rapidly from aln

network failures. We design a novel topology to make it
easier to do localized repair and rebalancing after failures.
“This topology is applicable to the FatTree and other multi-
tree networks. We then redesign the routing protocols to
take advantage of the modified topology. To satisfy the
need for extremely
ery mechanism that reacts almost instantancously at the

fast failover, we use a local recov-

cost of additional latency and increased congestion. Some

failures are not short-term. so local rerouting eventually

triggers a slightly slower pushback mechanism that redi

rects traffic flows before they reach the faulty components.
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that lowering network diameter

but also the cost of a network

consumes while maintaining hj

reduce the number of costly rout
intaining high bisection bandwi

B topology [30) s an cxumple
h biscction bandwidih. Still

structured topolog:
struction, and cablin

”
are not applicable), physical con-
layout. We discuss these chal-
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Abstract

Most recent datacenter lnlmlogv designs have focused on

performance propes uch as latency and throu In

this paper, we upnm a new dimension, life cycle
‘ment complexity, which attempts to understand the u)mph\—
ity of deploying a topol t. By analyzing
current practice in lfecycle mmwmn we devise complex-
ity metrics for lifecycle management, and show that existing
topology classes have low lifecycle management complexity

‘measures, but not by others. Motivated by this, we

ew class of topologies. FaiClique, that, while being
performance-equivalent to existing topologies. is compara-
ble 10, or better than them by all our lifecycle management
complexity metrics

1 Introduction

Over the past decade, there has been 4 long line of work on
designing datacenter topologies [2. 35. 31. 32, 3, 4, 20

‘While most have focused on performance properties such as
latency and throughput, and on resilience to link and switch
failures, datacenter lifecycle management [30, 38] has largely
been overlooked. Lifecycle management is the process of
building a network, physically deploying it on a data~center
floor, and expanding it over several years so that it is available

for use by a constantly increasing set of services.

With datacenters living on for years, sometimes up to a
dumh“\ 2], their lifecycle costs can be high. A data

center design that is hard to deploy can stall the rollout of
services for months; this can be expensive considering the rate
at which network demands have historically increased [31,
23], A design that is hard to expand can leave the network
aded capacity impactin
of services that depend on it

functioning with de

he large aray

Itis u.mmu desirable to commit to a data-center network

design only

etting a sense of its lifecycl

e management

cost and u)mpk\ll\ over time. Unfortunately, the costs of
the large

array of components needed for deployment such as

swilches, transceivers, cables, racks, paich panels', and cable
trays, are proprietary and change over time. and so are hard
to quantify. An alternative approach is to develop complexiry
measures (as opposed to dollar costs) for lifecycle manage-

ment, but as far as we know, no prior work has addressed this.
In part, this is due to the fact that intuitions about lifecycle
‘management are developed over time and with operations ex-
perience, and these lessons are not made available universally

TA patch panel or 3 wiring ag

tor s a device that simpiifics cable

Ramesh Govindan

xpander-full pdf 574% v Q =

Sucha Supittayapornpong
usc

Unfortuna

ely. in our experience, this lack of a clear under
standing of lifecycle management complexity often results
in costly mistakes in the design of datacenters that are dis-
covered during deployment and therefore cannot be rectified
Our paper s a first step towards useful characterizations of
lifecycle management complexity

Contri d, our paper makes three contribu-
tions. First, we design several complexity metrics (§3 and §4)
that can be indicative of lifecycle management costs (i, cap-

butions. To this e

ital expenditure. time and manpower required). These melrics
include the number of: switches, patch panels, bundle-iypes
expansion steps, and links to be re-wired at a patch panel rack
during an expansion step.

We desig

of network deployments that make their deployment and ex-

n these metrics by identifying structural elements

pansion challen
n the topol

terms of packaging — laying out switches into homogeneous

or instance, the number of switches

determines how complex the network s in
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Schap

the network topology and exploiting the diversity of short
paths afforded by expanders for efficient delivery of data

mands, - traffc. Thus, our first contibution is shedding light on the
racks in a space cfficient manner. Wiring complexity can perfor-  underlying reason for the empirically good performance of
be assessed by the number of cable bundles and the patch filures. - previously proposed datacenter architectures, by showing
panels a design requires. As these increase, the complexity of e. Con-  tha these proposals are specific points ina much lrger de-

manufacturing and packaging all the different cable bundles

rmance

sign space of “expander datacenters’ observe, how.

efficienly into cable trays, and then routing them from one benefits  ever, tha these points are cither notsuffciently close to op

patch panel to the next can be expected to increase. Finally from the  timal performance-wise, are inherently not scalable, or face

because expansion is carried out in steps [38], where the n raphs”  significant deployment and maintenance challenges (e.g.,in

work operates at degraded capacity at each step, the number unveil-  terms of unpredictability and wiring complexity).

of expansion steps is a measure of the reduced availability e hW-  We argue that the quest for high-performance datacen.
SPCt 10 er designs is inextricably intertwined with the rich body

patterns also determine the number of links that need to be y inSUr- o rescarch in mathematics and computer science on build.
ese in

rewired at a patch panel during each step of expansion, a

measure of step complexity [38)

Our second contribution is to use these metrics (o compare
nagement costs of two main classes of data
s recently explored in the research literature

the lifecycle
center topol

ing good expanders. We seck a point in this design space
that offers near-optimal performance gu
viding a practical alternative for toda
abling, physical layout, backwards compatibility
’s protocols, and more). We present Xpander. a

ntees while pro-
s datacenters (in

terms of
with today

- i -
(§2), Clos [2] and expander graphs [32, 35]. We find that feeoc i
neither class dominats the other: Clos has eltively lower (eI 1o chicrs b e desideta

G CompleRify: Ity Symaibtic des A IEads o0 hiore b and i portanty, wilizing expanders as network topologics
wiring complexity tssymmelri design eads o Inprany. wiling xpanders s nevork ol
form bunding (and fever cable bundle types): but expander . U b proposed in a arge arity of conexts. ran
eraphs at certain scales can have simpler packaging require- is. "’k""“"““"'“‘“’“’"“”“ and high-performance comput

ments due to their edge expansion property [32]; they end
up using much fewer switches than Clos to achieve the same
network capacity. Expander graphs also demonstrate better
expansion properties because they have fat edges (§4) which
permit more links to be rewired in each step.

 anovel and practical class

Finally we design

d synthesiz

ain how

ing [49][15)1419] to optical networks [41) and peer-to-peer
networks uu 39]. Our main contributions are examining
the performance and operational implications of utlizing
expanders in the datacenter nenworking contexi, and seek:
ing optimal design points in this specific domain (namely.
Xpander). Indeed. despite the large body of research on ex.
panders, many aspects of usi

of topologies called FatClique (§5). that has lower overall remen- s e, throughput-related performance messures, spe
lifecycle management complexity compared to Clos and ex- he &% 36 outing and congestion control protocols, deployment
pander graphs. We do this by combining favorable design free 24 oqts, incremental growth, etc.) remain little understood.
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We next elaborate on expanders, expander datacenters, and
Xpander

12 Why

ixpanders?

Intwitively. in an expander graph the total capacity from any
set of nodes S o the rest of the

spect 10 the size of 5. We present a formal definition of
ke e I O e e R o

network is large with re-
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tional over-subscribed Clos topologies or
traffic at full line rate; researchers havi
ways of deploying a limited amount of
cithier thrvaih disawic Eok and sal

STEFAN SCHMID, TU Berlin, University of Vienna & Fraunhofer SIT, Germany
CHEN AVIN, School of Electrical and Computer Engineering, Ben-Gurion University of the Negev, Israel

The bandwidth and latency requirements of modern datacenter applications have led researchers to propose
various topology designs using static, dynamie demand-oblivious (rotor), and/or dynamic demand-aware
switches. However, given the diverse nature of datacenter traffic, there is little consensus about how these
designs would fare against each other. In this work, we analyze the throughput of existing topology designs
under different traffic patterns and study their unique advantages and potential costs in terms of bandwidth and

latency “tax". To overcome the identified inefficiencies, we propose CERBERUS, a unified, two-layer leaf-spine
optical datacenter design with three topology types. CERBERUS systematically matches different traffic patterns

with their most suitable topology type: ¢.g., latency-sensitive flows are transmitted via a static topology,

all-to-alltraffic via a rotor topology, and elephant flows via a demand-aware topology. We show analytically
and in simulations that CERBERUS can improve throughput significantly compared to alternative approaches

and scalability of these services.
ed applications and the amount
sury is looking for larger server-
work interconnects, and smarter
Iproaches to satisfy the demand.,
reful examination of traffic char-
irements, and network technol-

Several recent DCN proposals
mly high capacity between all
iven that it is not known a priori
re high speed connectivity.
. this appears to be the only way

fora

Biccks. Howevee, for many real

simplify thel
Higher bit.
deploying 1
already has
dustry for 4f
with 10 Gigl
the ageregat
ditional copf
tances over
and lar
altemative t
Optical n
the above.

port on-del

by emerging optical technologies, which allow to dynamically adjust the physical network topology, both in

an oblivious or demand-aware manner. However, such topol

dynamic datacenter networks, is considered complex and currently
We present Duo, a novel demand-aware reconfigurable rack-to-rack datacenter network design realized

with a simple and efficient control plane. Duo is based on the well-known de Bruijn topology (implemented

ng.i.c., the operation and control of

comes with restrictions and overheads.

using a small number of optical circuit switches) and the key observation that this topology can be enhanced

dynamic (“opportunistic”) links between its nodes.

In contrast to previous systems, Duo has several desired features: i) It makes effective use of the network
capacity by supporting integrated and multi-hop routing (paths that combine both static and dynamic links).
ii) It uses a work-conserving queue scheduling which enables out-of-the-box TCP support. iii) Dvo
greedy routing that is implemented using standard IP longest prefix match with small forwarding tables. And
iv) during topological reconfigurations, routing tables require only local updates, making this approach ideal

Tor dimaitic nalvates

switch, when coupled with an appropriate control
(231, has the potential to support more dynamic

patterns. potentially extending the applicability of

switches to cover the entire network fabric re
o interconnect racks of servers within a data cen
rcuit switching alone, however, incurs substantial
in order to achieve efficiency (e.g.. 61-300 is to
65-95% of the bandwidth of a comparable packet
iin the case of our switch [23]), rendering it inad-
10 meet the demands of latency sensitive traffic
a data center. Moreover, the buffering required to
e such delays with large port counts at 100 Gbls
tantial. By integrating a certain level of packet
ing. hybrid fabrics have the potential fo address
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Emerging Technologies - Optical Networks on the Rise

Tunable laser

Nanosecond scale Future-proof

bandwidth scaling

reconfigurable
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Emerging Technologies - Optical Networks on the Rise

Tunable laser

There is a Catch: Bufferless & Circuit Switched
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Optimal Topology
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Throughput of the Periodic Graph

Periodic Graph¥%

Demand Matrix M
Maximize (M)

0(M) and a feasible flow*

*subject to conservation, demand and capacity constraints
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Theorem 1: Periodic Graph

e The periodic graph has the
emulates - Static Emulated Graph

Static Graph

as that of a static graph it
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Throughput of the Periodic Graph

Periodic Graph¥%

Demand Matrix M
Maximize (M)

0(M) and a feasible flow*

*subject to conservation, demand and capacity constraints
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Throughput of the Periodic Graph

Periodie-Graph% Static Emulated Graph G
Demand Matrix M
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*subject to conservation, demand and capacity constraints

64



Uni-regular
(Static DCNs)

Complete Graph

Increasing (Existing RDCNs)
Degree ——————>

Emulated Graph (Topology Over Time)

65



Theorem 2: Throughput Upper Bound
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Minimum worst-case delay

73



Theorem 3: Delay

e Delaybound is a function of:
o Degree d of the emulated graph
o Duration of the period

o Throughput

Lmax > ARD(M, F) = ARL(M,F) -T - A

>Q( A )
B ny - 0(M, F)
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Theorem 3: Delay
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Theorem 3: Delay

e Delaybound is a function of:
o Degree d of the emulated graph
o Duration of the period

o Throughput
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Buffer Requirements

Periodic Graph¥%
Demand Matrix M

Throughput 0 and a feasible flow 7

Minimum required buffer to achieve throughput 6
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Theorem 4: Buffer Requirements

e Therequired buffer is at least the

B> (0(M,F)-M)- ARD(M, F)
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Theorem 4: Buffer Requirements

e Therequired buffer is at least the

B> ((M,F) - M) - ARD(M,F)

Buffer > Bandwidth x Delay
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Goals

e Maximize Throughput
e Minimize Latency
e Minimize Buffer Requirements
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Optimal Topology with Buffer Constraints
Periodic Granhl
Demand Matrix M

Available buffer size B at each node

Degree d of the emulated graph — Periodic graph

Throughput 0
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Optimal Topology with Buffer Constraints

d=B/(c-A)
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d-regular directed deBruijn graph
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Optimal Topology with Buffer Constraints

d=B/(c-A)
d-regular directed deBruijn graph

Decomposition to d matchings
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Optimal Topology with Buffer Constraints

d=B/(c-A)

d-regular directed deBruijn graph

Decomposition to d matchings

P

Periodic graph
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Optimal Topology Implications and Future Outlook

d=B/(c-A)
If the reconfiguration technology (A) remains same:
e Buffer sizes (B)Tmust keep up with the increase in capacity (c)T
If Buffer sizes (B) do not keep up:

e Increase in capacity (c)Tmust be accompanied by decrease in reconfiguration
times (A)

e Ifnot, reducing the degree (d).of the emulated graph is inevitable to optimize
throughput — eventually reaching the case of static topologies.

ARS o




Static DCNS (uni-regular)
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Existing RDCN designs (Emulating a complete graph)
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